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HELPING HUMANS:
TEXT UNDERSTANDING

" Picture by Eva Wilden, in: Tamil Satellite Stanzas: Genres and Distribution
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HELPING HUMANS:

TEXT UNDERSTANDING

para+ tolkappiyamum pattupdttum kaliyum
ara+ kuruntokaiyul ainnankum — cara+

- Original poem tiru+ taku ma muni cey cintamaniyum
virutti naccinarkkiniyamée.

= Tamil poems

+ Transcript
+ Translation

On the weighty Tolkappiyam and the Pattuppattu and Kali

= Credit: Eva Wilden and on five [times] four in the ornamental Kuruntokai and on the
essential Cintamani made by the brilliant great sage (Tirutakkatévar)
|are| the elaborate commentaries |attributed) to Naccinarkkiniyar.

" Interestingly, Tamil poems sometimes consist of
"  Poem itself

= Comments (annotations) for specific words in the poem N
added inline, possibly centuries later 1 Yy TV /
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HELPING HUMANS:

TEXT UNDERSTANDING

= Setting:
®  Set of documents (corpus)

= Each document contains main text (content) and inline comments (annotation)
for preceding words

= Goal: Text understanding

= Help human to identify which parts of original text are annotation
®  Task: Classification

®  Classify which words are content and which are annotation
"  Problem: Minimal data

= Set of manually annotated poems very limited = 91 poems

FROM MINIMAL DATA TO TEXT UNDERSTANDING Semantic Systems 5



COMPONENTS AND CONTEXT
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THE SETTING:

A CORPUS OF DOCUMENTS AND ANNOTATIONS

= Corpus = set of documents D [orem ipsum dolor sit amed C)
consectetur adipiscing elit, sed
® Each document d has a set of annotations g(d) do eius didunt
[ ut labore et dolore magna <SCD2>
®  Annotation & (SCD) d ' / aliqua. Dolor sed viverra
[ / kpsum nunc aliquet bibendurr C)
= Reflect the context of the purpose of the corpus Jk it 1 ESKTE EAPI e
/IA feugiat. Nunc aliquet bibend

can be manifold

= Types of SCDs C>< A

= Figures, notes,
references, ... C ) __—

®  Each SCD associated with words at specific locations throughout the corpus

= Assumption:Words closer to location — influence higher
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THE LARGER CONTEXT
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DATA PROCESSING SYSTEM

T Goal\

Answers

Actions

Comprehensibl
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MAKING THE JUMP TO ARTIFICIAL INTELLIGENCE

= Agent: Something that perceives its "7~ Sensors <
environment through sensors and acts \\1
through actuators

How the world evolves =3 What the world is like now

= E.g.,a document retrieval agent

= Sensors: User interface to receive query What my actions do What it will be like if | do action A

documents

= Actuators: User interface for returning Utilic How haopy | will be in such a state
documents Y PPY

= E.g.,a decision support system

What action | should do now
= Sensors: e.g., interfaces for GPS data

= Actuators: User interface for presenting
suggested decisions / actions Agent

=
N
\'
|
R
O
N
M
=
N
T

Figure based on: S. Russel and P. Norvig: Artificial Intelligence — A Modern Approach, 1995/2020.
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HUMAN-AWARE ARTIFICIAL INTELLIGENCE

= Agent acting in collaboration with or on behalf of
a human

= Also considers representation of

What the

. What the = oep

= The human’s view of the world world Is now? / \Mr:My)ls
right now?

= The human’s belief of the agent’s view of the world How the world How the
evolves (MY, M}) evolves
= Why?

What happens
when the human
does an action?

What happens
when | do an action?

(MY, mf)

2  world "myself 3

Goals Human Goals
What should
we do next?

[/ What my action What my action ~ \

= Anticipate human behaviour [ gl
does to the world / does to the (M, MF)

= Conform to expectations or explain differing behaviour

m——
ing very clear:

Robot Actuators

Ethics and Al are intricately linked!
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TASKS:

USER PERSPECTIVE

" |Information retrieval
= Depending on the system and its purpose, e.g., G I
= |dentify inline annotations of a given document O g €
®  Find fitting documents — document retrieval R )
= To a given document or search string 9 -
® And possibly points of interests in such documents

= Get an overview (— explore) in terms of, e.g.,

[CA Register Login
=  Summary I8 . [ Losin |
JSTOR Workspace Search v Browse v  Tools v  About Support
= Topics
= Actors, objects, connections among them Explore the world’s knowledge, cultures, and ideas
. All Content Images Advanced Search
= From system perspective: External task o
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TASKS:

SYSTEM PERSPECTIVE

®  |nformation retrieval can often be formulated as

some form of classification O """"" 4
= Part of text annotation or not! g

: S O O
®  Document relevant or not to a given search? Data

o8O

-
Models © O

= Which parts of a document are relevant!?

= To a given search string

" For a summary

= Exploration can include classification tasks but may also |m
require different techniques

Algorithms

SIOMSUY

= How to realise a task depends, among other things,

on which information is used from the documents DATA PROCESSING SYSTEM
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TASKS:

SYSTEM PERSPECTIVE

= E.g., for document retrieval given a document:
= Topics: Provide documents with similar topics

= Named entities and relations between them: Provide
documents with matching entities

= Embedding spaces: Provide documents that map to a
similar position in an embedding space

= E.g., for exploration of a corpus:
= Topics: Provide topic and word distributions of a corpus

= Named entities and relations between them: Provide a
knowledge graph

= Language models: Provide a summary of texts
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o8O

-
Models © O

Algorithms

DATA PROCESSING SYSTEM

Queries

SIOMSUY
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TASKS:

SYSTEM PERSPECTIVE

= Another important aspect, in small-scale corpora:

[Lorem ipsum dolor sit amed C)
consectetur adipiscing elit, sed

Well-rounded corpus needed do eiusir -
. o . . [ ut labore et dolore magna » <SCD2>
for high-quality information retrieval .' T S
_ ) C lipsum nunc aliquet bibendur C)
— Corpus enrichment to extend corpus with enim. In massa tempor nec

documents that provide added value in task context feugiat. Nunc aliquet bibend

=  From system perspective: Internal task

= Again, a classification problem

unrel .

= |nput: ,corpus D

= Possible classes? I cornp!
|

Quasi-copy, revision, extension, unrelated, complementary?

copY reN
— —
—— — _J

ext

FROM MINIMAL DATA TO TEXT UNDERSTANDING Semantic Systems 15



THE PROBLEM OF MINIMAL DATA & TASK-SPECIFIC CORPORA

®  Number of documents in the low hundreds
= Not enough data for training / adapting LLMs
®  Less support in NLP tools or no pre-trained tools for less common languages

= Annotations of various kinds — can help connect documents,
supplement content with information (added value)

= Citations, entities; (Inline) text, translations, transcriptions

=  Figures, pictures, sensor data
% Possibly, only manual — expensive

% Possibly, no annotations at all = no added value

®  User-supplied corpora need to be handled on demand in a reasonable amount of time
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FORMALISMS
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Sparck Jones (1972)

WAY BAC K WH E N: Deerwester et al. (1990)

TEIDF & LATENT SEMANTIC INDEXING (LSI)

d: “Shipment of gold damaged in a fire”
®  Documents inhabit a vector space d,: “Delivery of silver arrived in a truck”
d5: “Shipment of gold arrived in a truck”
= tfidf (term frequency x inverse document frequency) 0.4]

di

" tf:how often occurs a word in a docment d3

02t
= df:in how many documents does the word occur

= df: log(”/df), n number of documents in corpus

" Document:Vector of tf.idf weights over the vocabulary -02r arrived

delivery
®  Corpus: Matrix of document vectors _04l
= LS| (dimension reduction using singular value decomposition) ool silver
®  Reduce matrix to m dimensions with largest Eigen values d2
= Example with m = 2 and corpus C = {d;,d,,d3} % 01 02 03 04 05 06 07

Example taken from Grossmann & Frieder (2004)
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WAY BACK WHEN:

Sparck Jones (1972)
Deerwester et al. (1990)

TEIDF & LATENT SEMANTIC INDEXING (LSI)

= |R given a search document / string d":

= Return top-k documents closest to d’
= Compute a (reduced) vector for d’ and

= Find the top-k closest vectors using cosine similarity:

d-d
sim(d,d') = —

jd] - |d'|

!

= Dot product
= Example with m = 2 and corpus C = {d,d,, d3}
" Query:“gold silver truck”

= Corpus enrichment!?
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d: “Shipment of gold damaged in a fire”
d,: “Delivery of silver arrived in a truck”
d5: “Shipment of gold arrived in a truck”

di

0.4r

d3
0.2

arrived

delivery
-0.4
silver
-0.6
d2
_08 | | | 1 | | |
0 0.1 0.2 0.3 0.4 0.5 0.6

Example taken from Grossmann & Frieder (2004)
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TOPIC MODELS

= Assumption: Topics “cause” the words in a document

= Latent Dirichlet Allocation: Generative topic model
®  Each topic has a word distribution ¢
= Drawn from a Dirichlet prior, parameterised by 8
" Each document d; has a topic distribution 6;
®  Drawn from a Dirichlet prior, parameterised by a
= Each word w; ; has a topic z; ;
= Drawn from 6;

®  Dirichlet distribution: distribution over distributions

= Larger B, @ — more uniform distributions
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Blei et al. (2003)

= Learning algorithm to fit parameters
= Document retrieval:

= Estimate topic distribution for new document

" Provide documents from corpus with similar topic
distribution (cosine similarity)

=  Corpus enrichment!?

O-FO-PO—@O0

@ 0, 2 Wi N P K B
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TOPIC MODELS

Topics

gene 0.04
dna 0.02
genetic 0.01
Liisfie 0.02

evolve 0.01
organism 0.01

D)

e

Topic proportions and

Documents .
assignments

brain 0.04
neuron 0.02
nerve 0.01

data 0.02
number 0.02
computer 0.01

O

Seeking Life’s Bare (Genetic) Necessities

COLD SPRING HARBOR, NEW YORK—  “are not all that far apart,” cspecially in
How many genes does an/organism neg
survive! Last week at the genome meeting nome, notes Siv Andersson e

here,* two genome researchers with radically University in Swosismes 4-
different approaches presented complemen- SAQ Sut coming up with a co

sus answer may be more than just a

to compartson to the 75,000 genes in the hu

tary views of the basic genes needed for lifes

One research team, using computer analy numbers ¢

ses to compare known genc s, concluded more gen ire CTe

that todav'slorganisms can be sustained with sequenced. “It may be a way of organitime
just 250 genes, and that the earliest life forms any newly sequenced genome,” explains
required a mere 128 genes. The o Arcady Mushegian, a computational mo
other researcher mapped genes /// N lecular biologist at the Natic
in a simple parasite and esti . for Biotechnology Informatior
/ Haemophilus N
mated that for this organism, genome in Bethesda, Maryland. Comparing
1 1703 genes
800 genes are plenty todo the | ” / fled
job—but that anything short  \ ey pan
. =
of 100 wouldn’t be enough. \\r_/xg?::mﬂun
. { o
Although the numbers don't — (N
arecise [redictions. | Myecblesme 71| [ 28 ( Minimat "\
match precisely, those predicti { octhesn | —  genes (e ae )
\_ d6ogenes / \
——— \
* Genome Mapping and Sequenc- T
ing, Cold Spring Harbor, New York, Stripping down. Computer analysis yields an esti-
May 8 to 12 mate of the minimum modern and ancient genomes

SCIENCE o VOL. 272 * 24 MAY 1996

—

Figure: David M. Blei
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Blei et al. (2003)

= Extensions, a selection

®  Hierarchical Dirichlet process to
model topic hierarchy (Teh et al,, 2006)

= Dynamic topic modelling to model
evolution over time (Blei & Lafferty, 2006)

= Relational topic model (Chang & Blei, 2009)

= Extension to entities (Kuhr et al., 2021)
= Applications, a selection
®  Social networks (Cha & Cho 2012)
®  Tweets (Negara etal,2019)

= Digital humanities (Redzuan et al, 2023)
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NAMED ENTITIES AND KNOWLEDGE GRAPHS

= Documents are about identifiable items, i.e., named = E.g.,RDF graph https://www.w3.org/RDF/
entities https://www.w3.org/TR/rdf-spargl-query/
= Query language:
= Named entity recognition: Automatically extract SPARQL
named entities from text

dbpedia2:longd
= Eg., OpenlE

m  https://stanfordnlp.github.io/CoreNLP/openie.html

:Hamburg
= Problem of named entity matching, entity linking
= SPO triples (subject, predicate, object) : dbo:City
= Entities form relations ‘London
= Arranged in a graph — Knowledge graph

" Ontologies as schema layer — Logical inference dbpedia2:longd
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NAMED ENTITIES AND KNOWLEDGE GRAPHS

= Possible to set up entity types in a type hierarchy

Lorem ipsum dolor sit amed)
consectetur adipiscing elit, sed

supuor

= Link entities / SPO triples to points in document

d ut labore et dolore magna <s; py, 0>
® |nformation retrieval d / aliqua. Dolor sed viverra
I J}/ lpsum nunc aliquet bibendum
. enim. In massa tempor nec
8 Query graph for relations /IA feugiat. Nunc aliquet bibend
= Walk graph for exploration =
= Find points of interest through links to text ] object

/

= Corpus enrichment!?

continent

~
~
S

country europe

= Using hierarchy?
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<Olympics ‘20, in, Tokyo>
<UEFA euro ‘20, in, Europe>

|
city
,’A\\

london tokyo

sport ev

e

oly}np .euro

~

~
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Kuhr et al. (2019)

SUBJECTIVE CONTENT DESCRIPTIONS (SCDs)

= Assume annotations “cause” words in a document [orem ipsum dolor sit amed C)
consectetur adipiscing elit, sed
®=  Annotations describe content do eius didunt|
d ut labore et dolore magna <SCD2>
= Subjective to a user / (implicit or explicit) task, at d A gligua:Dolonsedinyena
- . . [ / kpsum nunc aliquet bibendurr
specific points in document J}’ enfr. Tn massa tempor nec
. ) 4 feugiat. Nunc aliquet bibend
=  Form a vector representation of annotations A
= SCD: Associated with words at specific locations
P \_/

= SCD-word matrix

= For each SCD: Probabiliity distribution over vocabulary /

= Which words occur around an SCD

= Compare: Document-word matrices in LSI

= Compare:Topic-word distributions in LDA
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Kuhr et al. (2019)

SUBJECTIVE CONTENT DESCRIPTIONS (SCDs)

" |nformation retrieval: [orem ipsum dolor sit amed C)
consectetur adipiscing elit, sed
= Estimate SCD-word distribution for new document do eius didunt]
[ ut labore et dolore magna <SCD2>
=  Find similar documents through cosine similarity of r A aliqua. Dolor sed viverra
SCD-word distributions C / lipsum nunc aliquet bibendung C)
J}’ enim. In massa tempor nec
= Return points of interest by locating similar SCDs /I/llI feugiat. Nunc aliquet bibend
= Discussion: Corpus enrichment?
-
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Output

Probabilities
| Softmax )
t
| Linear |}
(LARGE) LANGUAGE MODELS ((AsgeNom )
Feed
Forward
l
. . e . Add & N
" Predictive probabilistic modelling of language: [ (Adda o) | MuIti—lHeoar(rjn I
Predict the next word / sentence — Imitate FFeedd Attention N
orwar } } } X
®  Long history of models — o &h:
orm
N T
= Example systems: EIMo, BERT, GPT, ChatGPT, ... © | Masked
(Peters et al., 2018; Devlin et al., 2019; Radford et al., 2018; OpenAl, 2022) l\%ltt;_t'iiid MAutl':i_Fffad
ention
= Transformer-based models At _t
(Vaswani et al., 2017) ——— J —
Positional iti
®  Encoder-decoder architecture Encoding D @& Egsgg?g
= Attention mechanism : Epg;. - Obutgg't
mbedding mbedding
®  Figure: Transformer architecture, taken from an article by Vaswani et al. (2017) 1 T
Inputs Outputs

(shifted right)
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(LARGE) LANGUAGE MODELS

®  |nformation retrieval

" Cue: Prompt engineering

" Question answering

®  Summarisation

"  Fine-tune a model: adapt to a specific context

w/isyalization” Of PO3
Figure taken from a talk by Malte Schilling = (still very hig

https://www.dropbox.com/s/nsenp948uc9315w/schilling 2023 06 LLM Mechanisms.pdf?di=0
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INTERIM SUMMARY

= Setting: Corpus of possibly annotated documents
= Tasks:

m  User-driven: Information retrieval

= Internal: Corpus enrichment

® Formalisms

" Vector space representation: tf.idf and LSI

= Topic modelling: LDA * Few documents

= Named entities and knowledge graphs * Various types of annotations
= SCD-word matrix

= (Large) language models

FROM MINIMAL DATA TO TEXT UNDERSTANDING
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